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Abstract
In this paper we present a technique for calibrating a CCD
camera for direct colorimetric comparison between the cap-
tured images of the real environment and synthetic images
of the simulated environments. We use this comparison to
validate lighting simulation algorithms used for computing
synthetic images.

1. Introduction

For nearly 25 years one of the main research efforts at the
Cornell Program of Computer Graphics has been the de-
velopment of algorithms for physically accurate simula-
tion of light transport in environments [Goral84, Cohen86,
Sillion91, Smits94, Walter97]. Given the geometry of the
physical scene, and the spectral and directional surface
reflectance and emittance values of surfaces, these algo-
rithms can compute the spectral radiance at any point in the
scene. If these algorithms are to become predictive then it
is important to validate the results computed by these algo-
rithms with experimental comparisons. To carry out exper-
imental comparisons we have set up a light measurement
laboratory which includes a calibrated integrating sphere
light source and a scientific grade CCD camera for mea-
suring the light.

In this paper we will first discuss the methods we have
used to colorimetrically and radiometrically calibrate our
CCD camera to allow it to be used to acquire accurate
measurements of light energy from any environment. Us-
ing these measurements we will then show the results of
direct colorimetric comparisons between the physical en-
vironment and global illumination simulations of it. We
hope that the results of these studies will provide a new
standard methodology for physically-based image synthe-
sis.

2. CCD Camera Calibration

In order to use our CCD camera for light measurement we
need to determine the relationship of the CCD output to the

incident light and to the various camera parameters, such
as exposure time, focal settings, aperture sizes, electronic
noiseetc.. By understanding this relationship we can then
derive quantitative colorimetric and radiometric informa-
tion about the incident light. We approached this calibra-
tion through the mathematical models described below.

The particular CCD camera we used is the Photomet-
rics PXL 1300. It utilizes a liquid-cooled Kodak KAF1300L
scientific grade CCD image sensor which contains a 2-D
array of sensor elements.

2.1. Noise Correction

There are two types of noise associated with CCD imaging
systems: additive noise and multiplicative noise.

Additive Noise: In addition to the action of light, ther-
mal agitation gives rise to charges inside the sensor ele-
ment. These charges are indistinguishable from those gen-
erated by light. It is possible to reduce thermal noise by
deeply cooling the CCD imager. Another form of addi-
tive noise ispreamplifier noise, which is generated by the
on-chip output amplifier. This noise is always present. A
simple and efficient method of suppressing additive noise
is to obtain the signal (Sd) in complete darkness, and sub-
tractSd from the original signal (So).

Multiplicative Noise: Multiplicative noise results from
sensitivity variations between the sensors in the CCD im-
ager. Correction of this noise requires the measurement
of a correction frame orflat field (Sf ) corresponding to a
uniform field source.

The corrected signalS is given by:

S = (So � Sd)
Sfa

Sf � Sd
: (1)

whereSo is the measured signal andSfa is the average
signal of the flat field.
The CCD signal after noise correction is independent of
the pixel position. Thus every pixel in the CCD imager
may be considered to be independent.



2.2. Sensor Calibration

The CCD pixel signal is proportional to the number of
photons incident on the sensor area. However, photons
of different wavelength have different capacity to generate
photoelectrons. The relationship between the pixel signal
and the spectral distribution of the incident photons can be
written as:

S /

Z �b

�a

Q(�) �Np(�) � d�

whereQ(�) is the quantal efficiency at wavelength�, and
Np(�) is the number of photons of wavelength� incident
on the pixel.

Assuming that the light source has a constant emission
over an exposure period, the number of photons at a wave-
length� falling on the sensor area is

Np(�) = t � F(�) �

Z
Pixel Area

E(�) � dA (2)

whereF(�) is the energy to quanta conversion factor and
E(�) is the spectral irradiance. For an ideal optical system,
irradiance of a differential area near the point where the
principal axis meets the image plane can be expressed as

E(�) = T (�) � L(�) � d�2 � f�2

whereT (�) is the spectral transmittance of the optical sys-
tem,L(�) is the spectral radiance of the emitting target,f

is the F-stop andd is the image distance[Kingslake92].
For areas away from that point the irradiance expression
can become very complicated. However for small aper-
tures irradiance can be shown to differ by a multiplicative
factor ofcos4 � where� is equal to the angle between the
differential area and the center of the aperture. This factor
is compensated for during the flat field correction (Equa-
tion (1)) and hence the equation above may be considered
to be valid over the whole imaging area.

Assuming the irradiance to be constant over the pixel
area we can rewrite the expression for the photon count as:

Np(�) / t � F(�) � T (�) � L(�) � f�2 � d�2 � Pixel area

and the expression for the signal generated at the pixel as:

S = C �t�f�2 �d�2 �

Z �b

�a

F(�)�Q(�)�T (�)�L(�)�d�; (3)

whereC is a constant which subsumes the pixel area, the
proportionality between the aperture area and F-stop, and
the amplification factor related to the CCD circuitry.

2.3. Extraction of Colorimetric Information

The CCD signal modeled by Equation (3) does not provide
any colorimetric information. In this section we describe

a method for computing colorimetric information from the
CCD pixel signal.

The colorimetric quantitiesX , Y , andZ for a light
source of spectral distributionL(�) are given by :

X =

Z �2

�1

L(�)�x(�)d�; Y =

Z �2

�1

L(�)�y(�)d�;

Z =

Z �2

�1

L(�)�z(�)d�; (4)

where�x(�), �y(�) and�z(�) are the CIE ideal observer color
matching functions.
The equations imply that we have to know the target spec-
trum to compute the colorimetric values. However, we
show below that it is possible to derive the colorimetric
values of an unknown target by taking multiple measure-
ments through narrow band filters.

A simplified expression for the CCD pixel value for
measurement through a narrow band filter can be written
as:

Si = K

Z �2

�1

L(�)Fi(�)d� (5)

whereK = C � t � f�2 � d�2, Fi(�) = F(�) �Q(�) � Ti(�)
andTi(�) is the spectral transmittance of the camera lens
andi-th narrow band filter.

Given sufficient narrow band filter and lens combina-
tions we can express the color matching functions�x(�),
�y(�) and�z(�) as linear combinations ofFi(�)’s. i.e.

�x(�) �
X
i

bxi Fi(�); �y(�) �
X
i

b
y
i Fi(�);

�z(�) �
X
i

bziFi(�):

Substituting these in Equation (4) we will get the expres-
sions forX , Y andZ in terms of the CCD pixel signals.
The resulting expression forX is given below.

X �

Z �2

�1

L(�)
X
i

bxi Fi(�)d�

=
X
i

bxi

Z �2

�1

L(�)Fi(�)d� =
1

K

X
i

bxi Si:

We will get similar expressions forY andZ.
Thus from a linear combination of the CCD measurements
taken through a set of narrow band filters we can com-
pute the colorimetric values of a target. The accuracy of
this computation will depend on how well the CIE match-
ing functions are approximated by the narrow-band filter
functions.



2.4. Verification of the Calibration Model

Using the CCD camera and an integrating sphere uniform
light source we have tested our calibration model (Equa-
tion (3)) relating the pixel signal to various physical fac-
tors [Chen96]. Figure 1 shows the linear relationship of
the pixel signal as a function of the exposure time. Fig-
ure 2 indicates the inverse square relationship between the
measured signal and the F-Stop of the camera. Figure 3 es-
tablishes the inverse square relationship between the mea-
sured signal and the image distance. Figure 4 shows the
linear relationship between the CCD signal and the photon
density. We have computed the proportionality constant in
Equation (3) from measurements of a known light source
spectrum.

We used seven narrow band filters to compute colori-
metric information from the CCD measurements. The trans-
mittance of the filters are given in the Figure 5. Figure 6
shows the plot of the reconstructed�y(�) function and the
actual�y(�).

3. Comparison Experiments

To perform our comparison experiment we took a simple
environment consisting of a box with painted interior, a
light source on the ceiling and two smaller boxes posi-
tioned on the floor. This physical environment is popu-
lalry known as the Cornell Box1. We acquired bandpass
images of the Cornell box using the CCD camera and the
narrow band filters. Using the calibration model we then
computed CIE tristimulus values for each image point of
the real Cornell Box. Then we extracted the optical and
geometrical camera viewing parameters using the camera
calibration technique developed by Tsai [Tsai86]. We then
used these camera parameters to render a synthetic image
of the Cornell Box. Spectral values produced by the ren-
dering algorithm were used to compute the CIE tristimu-
lus values (X , Y , Z) for the comparison. Figure 7 shows
the measured image, the simulated image and their lumi-
nance (Y ) difference using pixel-wise comparison. Except
for certain localized regions we find good correspondence
between the simulated and the synthetic image. From the
difference image we see that most of the mismatch is lo-
calized to the boundaries of the objects in the scene. We at-
tribute most of this to the mismatch between the numerical
description of the scene geometry and the actual geometry.

4. Discussion

We have presented techniques for calibrating a CCD cam-
era to allow direct colorimetric and radiometric compar-

1The geometry, reflection and emission data for the Cornell box is
available on the web page http://www.graphics.cornell.edu/cbox.

isons between real environments and computer graphics
simulations. We have used this calibrated camera to vali-
date the colorimetric accuracy of physically based global
illumination of rendering methods. We are currently per-
forming radiometric calibration of the camera and plan to
carry out full spectral comparisons between real environ-
ments and simulations. The results of these studies will
provide an important standard methodology for physically
based image synthesis.
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Figure 1: Signal as a function of expo-
sure time.
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Figure 2: Signal as a function of F-
stops.
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Figure 3: Signal as a function of image
distance.
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Figure 4: Signal as a function of Pho-
ton flux.
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Figure 5: Transmittance curve of the 7
Filters.

400 450 500 550 600 650 700 750
0

0.2

0.4

0.6

0.8

1

wavelength

Figure 6: Reconstructed�y(�) function
(dotted line) superimposed on actual
�y(�) function (solid line).

Figure 7: Comparison.


