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Abstract. Spatially varying bidirectional reflectance distribution
functions (SVBRDFs) play an important role in appearance modeling
of real-world surfaces. Automatic capture of these surface properties
is highly desirable, but many techniques only partially capture
these properties or use complicated setups to do so. Micro
surface roughness variations are especially difficult to capture
using image-based methods. In this paper, we propose a novel
approach towards estimating the complete SVBRDFs of surfaces
using a portable projector-camera system made of standard
consumer-grade components. Our approach uses insights about
the relations between the illumination and viewing geometry and
captured image statistics to estimate surface reflectance properties.
Our technique should be of great value to practitioners seeking
to model and render the geometric and reflectance properties of
complex real-world surfaces. c© 2022 Society for Imaging Science
and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2022.66.5.050405]

1. INTRODUCTION
Structured light techniques using projector-camera (procam)
systems have been widely used for the 3D modeling of
objects and have found application in computer vision,
surgery, games, animation, manufacturing, and industrial
automation [1, 2]. Often there is a need to capture not
only the geometry but also the complex reflectance prop-
erties (spatially varying bi-directional reflectance functions
(SVBRDFs)) of objects. Since structured light has already
proven useful for topography capture [3], the motivation of
this project is to develop techniques for enabling the capture
of the SVBRDFs of surfaces using a structured light setup
(Figure 1).

Different parametricmodels have been used to represent
BRDFs. One commonly used physically based model was
developed by Ward [4] (Figure 2). The Ward model charac-
terizes the BRDF of a surface into three components: diffuse
reflectance, specular reflectance, and micro-scale roughness,
which are typically represented as image-based maps.
Procam-based structured light systems equipped with linear
polarizers can be used to estimate the diffuse and specular
components of the BRDF, however capturing the roughness
component has been elusive because roughness estimation
typically involves measuring surface reflection at multiple
directions, which is not possible with a procam system.

In this paper, to address this problem, we describe a
method to leverage the perspective geometry of the procam
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system, and the normal and specular maps of a surface
produced by the system to estimate themicroscale roughness
component, leading to a system that can model both the
complete geometric (topography) and material (SVBRDF)
properties of complex surfaces.

2. BACKGROUND
Traditional image-based material capture [5, 6], involves
complete sampling of the BRDF using cameras and hemi-
spherical illumination environments. Ghosh et al. [7] showed
that polarized second order spherical illumination can be
used to estimate BRDFs with sparse samples. Alternatively,
image based BRDF measurements can be done with planar
lighting [8, 9] where an extended source is used to illuminate
a surface from different angles and the sets of images
captured can be used to estimate the BRDFs of a surface.
These techniques create complete and accurate BRDF
measurements, but they either require complex setups or are
computationally expensive.

The need for more practical and lightweight setups
led to methods that use commercially available hardware
to capture surface BRDFs. Francken [10] used an LCD
display to project multi-scale gray code patterns onto a
target surface. The idea behind the approach is to find the
scale at which the contrast of the reflected gray code is
reduced to zero. This scale is proportional to the surface
roughness. Wang et al. [11] employed a similar method
where they imaged a surfaced illuminated with a step-edge
pattern from an LCD and then fit the blurred reflection
in the image with a Gaussian kernel. Ferwerda [12] used a
method similar to Franken et al. to estimate the BRDF of a
target surface with a smartphone by illuminating the surface
with black/white gratings, and having an observer adjust the
spatial frequency of the gratings until the contrast of the
reflected gratings became invisible. These approaches allow
us to avoid complex physical setups but working with LCDs
as structured illumination sources pose several challenges
in terms of resolution and dynamic range, as well as the
polarized nature of the emitted light.

Another family of image-based surface capture tech-
niques uses single light source for BRDF estimation. These
methods take advantage of changing incidence and view
angles over a camera’s field-of-view to sparsely sample the
BRDF. Aittala et al. [13] used a collocated camera-flash
system to acquire flash, no-flash image pairs for measuring
the BRDFs of spatially homogenous materials. Riviere
et al. [14] showed a similar approach for handheld acquisition
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Figure 1. (a) Camera and projector system used to capture sequences of HDR images (b) used to estimate surface characteristics. At this stage fringe
projection profilometry is used to estimate surface height and normal maps (c), (d). Cross polarization is used to separate the reflection components into
diffuse and specular maps (e), (f). Next, the geometry of the imaging system (from calibration), and the normal map are used to estimate virtual normal
orientations (g), and the diffuse map is used to segment the painting into different materials (h). Specular intensities for each of the materials are then sorted
with respect to the virtual normals and fitted with Gaussians (i), to estimate the statistics of their specular lobes, which are then used to create a per-material
roughness map (j). The final column (k) shows images of the painting rendered using the estimated height (H), normal (N), diffuse (D), specular (S), and
roughness (R) maps.

Figure 2. Ward model: The BRDF is represented as the sum of two
components: A diffuse (albedo) component with magnitude given by ρd ,
and a Gaussian specular lobe with magnitude given by ρs and width
given by α. Alpha is proportional to the microscale surface roughness.

of surface properties. Hui et al. [15] also used a collocated
camera and flash to sparsely sample the BRDF. In these
methods, image samples only represent 1D slice of the
BRDF, so the methods typically supplement this information
with dictionary-based priors to estimate the multivariate
BRDFs. In a similar vein, Romerio et al. [16] used a
single camera, light probe and one HDR image to recover
general reflectance functions. They required a homogenous
surface, known shape, and known illumination environment
to perform the BRDF estimates. While, these approaches
drastically reduce the need of complicated setups, they either
involve a lot of computation (optimization), or additional a
priori information such as dictionaries of known materials.

Deep Learning is another emerging approach to es-
timate material properties with a single or small set of
images [17, 18]. Deschaintre et al. [17] designed one
such network of an encoder-decoder convolutional track

and a fully connected track to generate diffuse, specular,
roughness and normal maps of the underlying material.
Vecchio et al. [19] used the dataset introduced by [17] to
train SurfaceNet, that uses Generative Adversarial Networks
(GANs) to estimate material reflectance parameters. There
are many more examples of different networks in the
literature, but in principle, such techniques are hugely
dependent on the quantity and quality of training data. They
require a vast number and variety of materials to be trained
accurately, which naturally leads to use of synthetically
generated materials. But unfortunately, networks trained on
synthetic materials may not produce results at par with other
optimization techniques. Having said that, there is active
ongoing research [20] to tackle these problems that makes
deep learning still a promising approach for future when it is
mature enough for a generic widespread application.

BRDF and SVBRDF capture has also been implemented
using procam systems. Baek et al. [21] used structured light
from a projector to measure the rough geometry of a surface,
and then used polarimetric images to obtain per pixel diffuse,
specular, normal and roughness maps. Rushmeier et al. [22]
used three pairs of procams to separate direct and indirect
scattered light using high spatial frequency patterns. We
draw inspiration from all the techniques to develop a simple
method for capturing the topographies and SVBRDFs of
complex surfaces using a consumer-grade procam system.

3. APPROACH
3.1 Capture Setup
Our procam-based surface capture system is shown in
Fig. 1(a). It consists of a camera (CanonXsiDSLR) and aDLP
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Figure 3. Topography estimation using fringe projection profilometry overview: Three 120◦ phase shifted images are captured for the object and the
reference plane. The wrapped phase is calculated and is unwrapped. A pixelwise depth map is obtained by subtracting an object’s unwrapped phase
from that of the reference plane.

projector (LGHF60LA)with their optical axes approximately
intersecting at the reference/imaging plane. Their baseline
is also approximately parallel to the imaging plane. Both
devices are fitted with linear polarizers. A surface of interest
is placed within the field of view of the procam system on
the imaging plane. It then gets illuminated by structured
light patterns produced by the projector and images are
simultaneously captured by the camera. The captured images
are subsequently processed to generate a model of the
surface. The modeling process is mainly divided into two
steps: estimating surface topography and estimatingmaterial
properties.

3.2 Estimating Surface Topography
We use three-step fringe projection profilometry [23] to
estimate the topography of the surface. An overview of the
method is shown in Figure 3. First, a sinusoidal pattern is
projected on the surface, and the pattern distortions induced
by the surface are captured by the camera. Three images are
captured with phase shifts of 0, 120 and 240◦ as shown in the
following equations:

in = a+ b cos(2π fx − 2πn/N ) (1)
In =A+B cos(ϕ− 2πn/N ), (2)

where in are the projected sine gratings, In are the captured
images with n = 0, 1, 2 and N = 3. ‘a’ represents the bias
(mean offset, 0–1) and ‘b’ denotes the amplitude scaling
of the projected grating (a = b = 0.5). A and B gives the
average intensity and modulation of the captured intensities,
respectively. Wrapped phase distortions (8), A and B are

calculated as:

ϕ = tan−1
√

3(I1− I2)
2I0− I1− I2

(3)

A=
I0+ I1+ I2

3
(4)

B=
1
3

√
(3(I1− I2)2+ (2I0− I1− I2)2). (5)

The wrapped phase measurement obtained through the
above equations are corrupted by high frequency noise due to
system non linearities. Baker et al. [24] showed that the phase
shift error is proportional to the number of phase shifts used
in the fringe projection profilometry (in our case three):

1ϕ ∼ tan−1 − sin(3ϕ)
m

, (6)

where 1ϕ is the phase error due to the high frequency
noise. To mitigate this error, we use double three-step
phase-shifting fringe projection profilometry [25]. For the
double phase shift technique, another set of three images is
capturedwith the pattern phase shifted 60◦ from the previous
set:

ind = a+ b cos(2π fx − 2πn/N −π/3), (7)
where ind are the projected 60◦ shifted gratings. The phase
error in the captured shifted gratings then becomes:

1ϕd∼ tan−1 − sin
(
3
(
ϕ− π

3

))
m

(8)

1ϕd∼ tan−1 − sin(3ϕ−π)
m

(9)

1ϕd∼−1ϕ, (10)
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where 1ϕd is the phase error from the shifted set of grating
images.

The final wrapped phase distortions are then estimated
as an average of wrapped phase calculated for each set of
images:

ϕ+ϕd
2
=
((ϕ0+1ϕ)+ (ϕ0+1ϕd))

2
(11)

ϕ+ϕd
2
=

(
(ϕ0+1ϕ)+ (ϕ0−1ϕ)

2

)
(12)

ϕ+ϕd
2
=

2ϕ0
2

(13)

ϕ+ϕd
2
= ϕ0, (14)

where ϕ and ϕd are the wrapped phases and 1ϕ and 1ϕd
are the non-linearity phase errors for two sets of captured
phase-shifted images. 80 is the original phase that needs to
be recovered which is obtained as a result of the double three
phase-shifting technique.

The wrapped phase has the principal arctan values in the
range [−π, π] and we need to convert them to a continuous
natural range of values. Phase unwrapping is performed to
recover correct multiple of 2π to be added to the measured
wrapped phase. We use an implementation [26] that uses
reliability functions to perform phase unwrapping more
accurately.

The heightmap of the surface is estimated by subtracting
the unwrapped phase of the surface from that of the reference
plane. At this step we acquire the surface variation in radians,
and then, we find a relationship to convert these values

tomm.We used a set of 30 feeler gauges with heights ranging
from 0.04 to 0.88 mm and estimated their heights in terms
of radians using the approach discussed above. The results
for the 0.3 mm and 0.75 mm gauges are shown in Figure 4.
We plotted all the estimated values in radians with respect to
their ground truths to obtain a mapping between the height
values in radians and millimeters (Figure 5). We used this
mapping to calculate height values for each pixel to create a
height map (Fig. 1c).

There are several advantages to using this approach to
capture surface topography. First, it requires only six images
to measure the variation of the surface to a precision of
about 0.01 mm. Second, since it depends on phase shifts
induced by the surface variations, its precision is not limited
by projector resolution, (unlike methods that use procam
pixel correspondences). And finally, because no optimization
methods are required, computation times are only on the
order of a few minutes for surfaces captured with our
12-megapixel Canon Xsi camera.

Next, we differentiate the height map to calculate a
surface normal map. If we assume f (x, y) represents the
height map, the normal (n) can be calculated as:

v =
(
−δf
δx

,
−δf
δy

, 1
)

(15)

n=
v
|v|
, (16)

where δf /δx and δf /δy are gradients in x and y axes,
respectively. For discrete case like ours, the differentiation
reduces to subtracting adjacent pixel across rows and

Figure 4. Two examples of feeler gauge measurements used to calibrate measured height in radians to millimeters. (Left) Measured height map (radians)
for gauges with heights 0.3 mm and 0.75 mm. (Right) Their cross sections.
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Figure 5. Relationship between measured height values in radians and
ground truth height values in mm for the 30 feeler gauges.

columns to get the gradients across the x and y axes. After
this step, we get normal vectors in the range [−1, 1]. Each
vector is converted to a range [0, 1] and multiplied by 255 to
create a standard RGB encoded normal map for rendering
(Fig. 1d).

3.3 Estimating Material Properties
3.3.1 Diffuse and Specular Components
We use cross polarization to separate the diffuse and
specular reflection components. The polarizers on the
procam system are oriented perpendicular to each other to
block specular reflections and obtain a diffuse map (Fig. 1e).
Their orientation is then changed to parallel to obtain a
specular + diffuse (Fig. 1b) map. These two maps are then
subtracted to obtain the specular map.

Specular intensities of glossy surfaces often have high
dynamic range and are difficult to capture with a single
exposure. To get a faithful representation of the specular
intensities, we capture images of the surface at a range of
exposure times and construct high dynamic range (HDR)
images [27]. Linear polarizers are used to capture sets of
specular + diffuse and diffuseHDR images. The diffuseHDR
image is then subtracted from the specular + diffuse HDR
image to yield an unclipped map of specular intensities at
each pixel (Figure 6).

At this point in our process, we have a model of surface
topography in the form of a height map (H) (Fig. 1c),
and a normal map (N) (Fig. 1d), and a partial model
of surface SVBRDF in the form of the diffuse map (D)
(Fig. 1e) and specular map (S) (Fig. 1f). To represent
the complete SVBRDF, an important component is the
microscale surface roughness, which as mentioned earlier,
has not been previously estimated using a procam system.
Our novel approach to estimating roughness using our
procam system is discussed in detail in the following sections.

3.3.2 Roughness Component
Our roughness estimation method is based on three
key observations. We first observe that for a smooth,
homogenous surface, the magnitudes, and rates-of-change
of specular reflections vary with the microscale surface
roughness and the illumination/viewing angles. The greater
the roughness, the lower the specular magnitude and
rate-of-change and vice versa. We then observe that in
a procam-based structured-light system, the perspective
geometry of the projector and camera illuminate and view a
surface from regular families of angles. Finally, we observe
that we can use the geometry of the procam system along
with the normal and specular maps estimated by the system
to ‘‘unscramble’’ the specular maps associated with different
materials and thereby estimate the roughness components of
their BRDFs.

For a given surface point, the normal at that location
governs the outgoing reflection direction. For a fixed
view location (different from the reflection direction), the
intensity measured by the camera is lower than the peak
intensity reflected by the material. In other words, it
represents a sample of the specular lobe off the peak. The
sample will have maximum intensity at the peak of the
lobe, which will obtain if the reflected and view directions
coincide. We call the surface normal under these conditions
the virtual normal. The intensity value measured by the
camera at a given point gives a sample of the specular
lobe, but the location of the sample on that lobe is related
to the transformation required to rotate the measured
surface normal into the virtual normal (Figure 7). Thus, by
sorting the imaged intensities for a given material by the
transformations required to rotate the estimated normals for
that material into the corresponding virtual normals, yields
an intensity-by-angle curve that is a slice of the specular lobe
of the material’s BRDF. Fitting a Gaussian to this curve and
calculating its standard deviation, produces a value that is
proportional to the microscale roughness of the surface.

4. CALIBRATION
To estimate surface roughness, we first must calibrate
our system to know the positions and orientations of
the reference plane on which the surface sits, and the
projective centers of the projector and camera in world
coordinates. Traditionally, we can obtain this information
by geometric calibration of the procam system (Figure 8).
Camera calibration can be done by using the standard
checkerboard method to find the intrinsic and extrinsic
matrices [28]. These matrices can be used to estimate the
camera center in world coordinates. Similarly, the projector
can be calibrated by projecting and capturing gray codes and
establishing correspondences with the camera pixels [29].
The relationship can be used to estimate the intrinsic and
extrinsic parameters for the projector, and to estimate its
center in world coordinates.

Image-based calibration using checkerboards and pro-
jected gray codes is prone to errors due to lens distortion,
optical vignetting, errors in corner detection, etc. Therefore,
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Figure 6. (Left) Sequence of multi exposure images of the painting with the polarizers in perpendicular and parallel orientation respectively. HDR for each
of the set is calculated and subtracted to get specular intensities in a higher dynamic range.

Figure 7. (Left) Every point on a similar material gives a sample of the BRDF due to illumination/viewing geometry. (Right) The sample location is related
to the orientation of virtual normal with respect to the measured surface normal.

Figure 8. Geometric calibration of the setup using traditional method.
Correspondences are established between the camera, projector, and
reference plane and each can be transformed to other coordinate system
using combination of their intrinsic and extrinsic matrices.

we used an alternative approach to estimate the world
coordinates of our procam system. We first measured the
height of the camera and projector center from the imaging
plane, and then simulated the setup (Figure 9) using 3D
computer graphics, with the top left corner of the imaging
plane as the origin (coincident with the x–y plane with z
coordinate = 0.0). We then represented this imaging plane
as a buffer geometry having 257× 257 vertices, and stored
the world coordinates of each vertex in a file to be used later
in the algorithm.

5. VIRTUAL NORMAL CALCULATION
Using this information and the previously estimated normal
map, we can calculate virtual normals for each pixel. We
first calculate the incident, view, and reflection vectors at
each pixel. We then interpolate the surface world-coordinate
matrix (257× 257) to match the resolution of the normal
map. Now, with the knowledge of a pixel’s world-coordinate,
normal, camera center, and projector center, we spawn rays
to calculate the incident and view vectors at each pixel. To
calculate the reflection vector, we apply the 3D reflection
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Figure 9. Geometric calibration of the setup through simulation. (Left) Setup simulated with camera and projector field of view. The camera, projector
and imaging plane are placed according to the measured world positions. (Right) Rendered imaging/reference plane. The simulation automatically gives
world coordinates at each vertex/pixel of the plane geometry and saves us calculation for each pixel.

Figure 10. Heat map for virtual normal orientation. (a)(b) Heat map for two paintings, (c) zoomed version of painting (b). Notice the minimum values at
bumps where highlights would naturally appear.

equation across the normal given by

r = 2(i · n) ∗ n− i, (17)

where, r, i, n are the reflection vector, incidence vector, and
normal vector respectively. The transformation required to
align the surface normal with the virtual normal is same

as the transformation required to align the reflection vector
with the view vector. We calculate the angle between these
vectors to estimate the rotation required to transform the
surface normal into the virtual normal. The rotation required
at each pixel is represented by heat map as shown in Fig. 1(g)
and Figure 10.
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Figure 11. Specular lobes for (white) NCS gloss standards with different specular gloss levels. Clockwise from top left: measured data and fitted Gaussians
for gloss levels 95, 75, 50, and 30 respectively. The magnitudes of the lobes decrease, and the spreads of the lobes increases with the decreasing gloss
levels.

6. SEGMENTATION
We then use the diffuse map to segment the surface
into different materials using an HSV color-space-based
segmentation algorithm (Fig. 1h) [30].

7. SORTING NORMALS
We then use this material-wise segmentation to segment the
specular map, and then sort the specular intensities in the
different segments with respect to the virtual normal. By
sorting the intensities, we get a curve that represents the rate
of change of specular intensity with respect to the angle off
the virtual normal or peak of the specular lobe.

8. FROM SURFACE STATISTICS TO ROUGHNESS
MAPS

As we saw earlier, the Ward model (Fig. 2) represents
the specular component of the BRDF by a Gaussian with
magnitude given by ρs and width given by α. With the
specular intensities representing the magnitude of the lobe,
we use a non-linear least squares method to fit Gaussian
curves to the distributions produced by the previous sorting
operation (Fig. 1i). The standard deviations (SDs) of these

distributions are proportional to the micro-scale roughness
of the different materials.

We need to relate the estimated standard deviation
values to gloss or roughness values to complete our SVBRDF
model. To calibrate this process to real-world materials, we
used our system to measure the NCS gloss standards [31].
The NCS gloss standards consist of coated samples with
varying gloss levels in white, light-grey, mid-grey and black
colors. These samples are formulated to match particular
ISO/ASTM specular gloss levels. Figure 11 shows Gaussian
lobes for NCS white gloss samples for specular gloss value
of 95, 75, 50 and 30. Figure 12 shows the estimated SDs
of the NCS samples with different diffuse components.
As expected, the lobes have diminishing magnitudes and
increasing SDs for decreasing gloss values, and these changes
are similar across different diffuse component values.
Through a regression procedure we derived a relationship
between measured SDs and real-world gloss properties
which we then used to scale our measured SDs to gloss
values which are in turn scaled to BRDF model roughness
parameters for rendering. By propagating the roughness
values to each pixel in each material segment of the surface,
we are able to generate a roughness map (Fig. 1j) of the
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Figure 12. Estimated specular lobes standard deviations for white,
light-grey, mid-grey and black NCS gloss standards with different specular
gloss values. The data shows a near-linear inverse relationship between
estimated lobe statistics and specular gloss values for all the different
albedo values.

Figure 13. Estimated specular lobe SDs vs Elcometer-measured
(ground-truth) specular lobe SDs for the white NCS gloss samples.

surface, which along with the height, normal, diffuse, and
specular maps generated by the system, for each segmented
region, comprise amodel of complex surface topography and
SVBRDF.

To confirm the validity of this process, we also
measured the NCS gloss standards using an Elcometer
408 glossmeter [32] and compared the measured lobe
statistics with those estimated by our system (Figure 13). The
near-linear relationship provides support for the accuracy of
our approach.

8.1 Rendering
We rendered captured surfaces using a web-based 3D graph-
ics API called Three.js [33]. The height, normal, diffuse and
specular maps were assigned to the renderer’s displacement,
normal, albedo and specular maps respectively. To create
a roughness map compatible with the renderer, we related
estimated standard deviations to normalized NCS gloss
values (0–1) and then subtracted these values from 1.0 to
create a roughness map of the correct sense (high gloss =
low roughness). We rendered our surfaces using these maps
as shown in Fig. 1(k).

9. RESULTS
We tested our algorithm on surfaces of increasing complexity
(Figure 14). We captured a total of 14 images per object (6
FPP + 8 cross polarized HDR images). We used three types
of paints with different gloss levels in each example. First,
we created nominally planar painting on smooth white foam
core with the strokes of the three types of paints (purple:
satin, green, red: glossy, blue: mixture of satin and glossy).
This sample tests the complete algorithm for a relatively
planar surface. We then increased the surface complexity by
creating a painting on foam core where there is significant
surface variation in the paint strokes. These paint strokes
would add non-uniform variation in the normal orientation
across the field of view. Finally, we tested our algorithm by
creating a similar painting on a textured canvas substrate.
Themicroscale variation of the canvas creates a wide range of
normal variation andmakes it difficult to sample the specular
lobe. As Fig. 14 shows, in all three cases, our system was
able to capture the surface topography and to differentiate
between the different paints, which can be seen both the
component maps and the realistically rendered images.

Fig. 1(i) show the distribution for different paints in the
painting. The upper left distribution represents specular lobe
of a satin paint and has a larger standard deviation compared
to the distribution on upper right which is a mixture of satin
and gloss paints. The lower two distributions are for glossy
paints and have standard deviation smaller than the other
two.

10. CONCLUSIONS
In this paper, we presented a method for estimating the
topography and SVBRDFs (including surface roughness) of
complex surfaces using a procam system made of consumer
grade components. It produces height, normal, diffuse,
specular and roughness maps of captured surfaces that can
be used to model a surface and render realistic images of it.
This method should be a great addition to the technological
toolkit of researchers and practitioners who want to capture
and model complex real-world surfaces and use them in
physically based rendering.

While we believe this work represents a significant
advance in image-based methods for surface appearance
capture, there is still much work to be done. First, since we
are currently illuminating and imaging surfaces from fixed
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Figure 14. SVBRDF estimation of paintings with increasing complexity. Each column represents a different test object. (a) Original images (b) Diffuse maps
(c) Specular maps (d) Height maps (e) Normal maps (f) Roughness Maps (g),(h) screenshots of rendered objects at two viewpoints.

directions, at this time we can only estimate the SVBRDFs
of isotropic materials. Therefore, adapting the method for
anisotropic materials would be valuable. Second, the fringe
projection profilometry method is fast and can measure
small surface variations, but models sometime have high
spatial frequency artifacts which are difficult to completely

remove. This may cause errors in normal estimation for
surfaces with very small variations. Third, for near-planar
surfaces made of many different materials we will need to
capture multiple images of the surface at different positions
across the system’s field of view to get enough samples of
the specular lobe of a given material. Fourth, the accuracy
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of our approach depends on the segmentation algorithm to
cluster pixels of same material, exploring the accuracy of
different segmentation algorithms under different conditions
would be a useful exercise. Finally, with our single procam
system, we are limited to a narrow family of angles that limit
our ability to evaluate Fresnel reflectance at grazing angles.
Additionally, we have used Gaussian models statistics for
inferencing about the material maps that gave us reasonable
approximations. In our future work we plan to explore other
mathematical distributions and set up configurations to get
more complete representations of BRDFs. Future work also
involves extending and validating the method for a wider
range of surfaces and materials and extending the method
to handle translucent materials.
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