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Abstract 
Many techniques exist for 3D digitization of cultural heritage 

objects. Paintings, manuscripts, and other near-planar objects are 

especially challenging to digitize because of their minute surface 

variations. Of the existing techniques, fringe projection profilometry 

(FPP) is one of the most promising approaches for measuring the 

surface shape of such objects. In practical implementations of FPP, 

one needs to understand and control various sources of error due to 

system hardware and environmental conditions. It is difficult to find 

information on this in one place in the literature, which discourages 

application of the technique. In this paper we present a 

practitioner’s guide to phase-shifting fringe projection profilometry 

that covers critical but often omitted implementation details 

required for successful application of the technique. 

Introduction 
3D digitization of cultural heritage objects usually involves 

capturing high resolution images of the objects from different 

viewpoints and/or under varying lighting conditions. Techniques 

like reflectance transformation imaging (RTI) [1] employ a fixed 

camera position and varying illumination to produce image-sets that 

can simulate surface relighting, but do not explicitly represent 

surface topography. Photogrammetric techniques [2] use images 

taken from multiple viewpoints to triangulate surface topography, 

but can be challenging to use when surfaces have low relief. 

Structured light (SL) [3] techniques can address both these 

limitations. SL works on the triangulation principal used in 

photogrammetry, but the patterns of light provide coded information 

about each pixel to find correspondences. Such techniques are 

limited by the resolution of the projector used to project the patterns 

because it needs to create a unique codeword for each pixel.  

Fringe projection profilometry (FPP) [4] is a low-cost, high-

precision, 3D digitization technique that uses structured light 

patterns to capture surface topography. In this technique, digital 

sinusoidal gratings are projected onto the object being digitized, and 

a digital camera captures images of the grating-illuminated object. 

Distortions and modulations of the gratings are then used to estimate 

3D object properties. The surface measurement is based on phase 

retrieval and not on unique codewords at each pixel, making it 

independent of the projector resolution. While, in theory, the 

technique looks straightforward, there are many potential sources of 

error in practical implementations caused by the hardware 

components. In the following sections, we discuss the sources of 

these errors, and describe techniques to mitigate them to allow the 

effective use of FPP for digitization of cultural heritage objects.  

Concept 
The basic principle of FPP is to retrieve phase from sinewave 

gratings projected on the target surface as illustrated in Figure 1. The 

phase retrieval can be done in two ways. Fourier Transform 

Profilometry (FTP) [5] can calculate phase shift for the entire object 

using a single grating-projected image by retaining the modulated 

frequencies and filtering out others. It requires precise filtering of 

unwanted frequencies which can be unwieldy with real world data. 

In contrast, Phase-shifting FPP requires multiple grating-projected 

images but calculates the phase-shift at each pixel.    

The minimum number of phase shifts required for applying 

phase shifting FPP is three. Using this minimum number makes the 

method fast and practical for real-time application. Here, three sine 

gratings with relative phases of 0, 2π/3 and 4π/3 radians are 

projected onto a target and the modulated phases are calculated from 

the captured images using the following equations:  

𝑖𝑛 = 𝑎 + 𝑏 𝑐𝑜𝑠(2𝜋𝑓𝑥 − 2𝜋𝑛/𝑁) (1) 

𝐼𝑛 = 𝐴 + 𝐵 𝑐𝑜𝑠(𝜑 − 2𝜋𝑛/𝑁) (2) 

where in are the projected sine gratings, In are the captured 

images with n = 0, 1, 2, a = b = 0.5 and N = 3. Φ, A and B are 

calculated as: 

φ = 𝑡𝑎𝑛−1 √3 (𝐼1−𝐼2)

2𝐼0−𝐼1−𝐼2
(3) 

𝐴 =  
𝐼0+ 𝐼1+ 𝐼2

3
(4) 

𝐵 =
1

3
√(3(𝐼1 − 𝐼2)2 + (2𝐼0 −  𝐼1 − 𝐼2)2) (5) 

Figure 1 (Left) A sinusoidal grating and the sinusoid modulated by an object. 

(Right) An illustration of the phase shift caused by the object.
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‘A’ is the average intensity, ‘B’ is the intensity modulation and 

φ is the desired phase. ‘a’ and ‘b’ are each given a value of 0.5 to 

cover the entire dynamic range of the projector [6]. The phase (φ) 

has the principal values of the arctan function in the range [ -π, π], 

and we need to “unwrap” the values to obtain a continuous measure 

of the phase. Phase unwrapping is performed by adding 2πk (where 

k is an integer) at every discontinuity at each -π and π. Many 

standard libraries provide APIs to do phase unwrapping [7][8]. An 

unwrapped phase can first be calculated for a reference plane and 

then we can obtain a depth map for the target object by subtracting 

the object’s phase map from that of the reference plane. The depth 

map obtained in terms of phase values (in radians) can be converted 

to world coordinates by different approaches discussed later in this 

paper. The entire pipeline is depicted in Figure 2. 

Implementation Details 
FPP can be implemented by using a DSLR and a digital 

Projector mounted side by side as shown in Figure 3. Here, we are 

using a Canon XSi DSLR with an 18-55 mm zoom lens and an LG 

HF60LA DLP projector. The quality of FPP depth estimates 

depends highly on the gratings being perfectly sinusoidal, so it is 

important to know whether our capture and display systems preserve 

these sinusoidal properties. If not, we must first correct them 

through system calibration.  

Camera characterization can be performed by capturing an 

image of a ColorChecker chart and plotting the relationship between 

input and output gray scale values. A colorimeter can be used to 

measure the output of a projector, and a similar relationship of input 

and output gray scale values can be established. Both the camera and 

the projector have non-linear responses and need to be linearized. 

Incoming pixel values are multiplied with the inverse of the device 

non-linear response to ensure the projected and captured patterns are 

linear with respect to the digital sinusoidal input values. If a 

ColorChecker chart and colorimeter are not available for the 

individual device characterization, we can consider the input – 

output relationships of the system as a whole. A range of grayscale 

values can be projected and captured, and the relationship between 

input and output intensities can be observed as shown in Figure 4. 

Individual non-linearities often approximately compensate each 

other to give a quasi-linear system response, and one can choose 

intensities in the linear range to represent the input sinusoid. An 

inverse function of this system response can also be used with the 

incoming sinusoids to ensure linearity.  

Sampling and quantization limits in the digital devices can also 

cause the projected and captured grating patterns to deviate from 

ideal sinusoids which can introduce additional errors. The projector 

has a fixed resolution, and the number of pixels per cycle decreases 

for increasing sinusoidal frequency as shown in Figure 5. The 

camera has similar limitations on the capture end.  Therefore, it is 

important, to choose the grating frequency such that the 

displayed/captured grating images are not distorted. The range of 

projected grayscale values should be such that it does not cause 

clipping in the displayed images. The camera exposure should also 

be set such that the captured images are not saturated. If the system 

settings are not optimal, it may lead to quantization errors as shown 

in Figure 6. In addition, the camera aperture should be as small as 

Figure 2 Three-phase FPP: Three phase-shifted gratings are projected on a 

target object and images are captured. Equation 3 is used to calculate 

wrapped phase shifts, and phase unwrapping is performed to get continuous 

phase shifts. The unwrapped phase subtracted from that of a reference plane 

gives a depth map of the object.

Figure 3 A typical projector-camera rig for FPP.

Figure 4 (Top Left): Camera non-linear response. (Top Right): Projector non-

linear response. (Bottom): Camera-projector combined system response.
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possible to provide larger depth of field and both the projector and 

camera should be focused to display and capture sharp gratings. 

Once the setup is done and sinusoids are generated, the grating 

images are projected one by one onto the target object and the 

illuminated object is captured by the camera. In our system, we use 

the Gphoto2 [9] and Python OpenCV [10] libraries to control 

projection and capture. Once the images are captured, they are 

processed to get unwrapped phase. Here, we use the ‘unwrap_phase’ 

API from the Scikit-Learn [8] library which is based on [11] for 

phase unwrapping. 

Even with optimal setup, there can still be in error in the system 

due to intensity noise, non-linearities, and illumination fluctuation, 

and we need methods to overcome each one of them. As a first step, 

we can reduce intensity noise by taking multiple images and 

averaging them. Figure 7 shows a cross section of single vs averaged 

sinusoid images. This step itself can reduce the errors as shown in 

Figure 8. A depth map of a manuscript produced by three-phase FPP 

using single image is shown in Figure 8a, and the result of applying 

FPP after taking the average of 5 images is shown in Figure 8b.  

Another source of error can be seen in the Figure 8c, where 

non-linearities still present in the projector and camera transfer 

functions produce depth maps corrupted by sinusoidal harmonics. 

While linearizing the system response reduces this error, it is 

difficult to perform perfect linearization, and residual errors in both 

projection and capture devices lead to errors in depth estimates. 

Baker et al. [12] showed that a phase error occurs due to these 

residual nonlinearities in the system, and that the period of this 

harmonic error is proportional to the number of phase shifts of the 

captured gratings. For three-phase FPP, the error will have third 

order harmonics of the projected grating frequency (higher 

frequency patterns seen in Figure 8c). To overcome this error, we 

can project a second set of fringe patterns with a relative phase 

difference of 60 degrees. This makes the phase differences between 

the harmonics in the two fringe sets 3 x 60 = 180 degrees. Averaging 

the phase shifts obtained from these two sets of images, cancels the 

contributions of the harmonics. This method is known as double-

shift three-phase FPP [13], and its result is shown in Figure 8d. 

Figures 9 and 10 show some additional examples of the technique 

in action.  

Figure 5 Sampling errors in FPP (Left): Sinusoid constructed with 8 pixels per 

cycle shows shape errors due to the low sampling rate. (Right): Sinusoid 

constructed with 18 pixels per cycle more closely approximates the ideal 

shape and creates a smoother sinusoid. Projector resolution is [1920,1080].

Figure 6 Quantization errors in FPP (Left): Captured sinusoid. (Right): 

Zoomed trough of the sinusoid showing quantization errors.

Figure 8 Reducing harmonic errors. a Depth map of a manuscript by phase 

shifted FPP, b. depth map after removing random noise, c. zoomed in version to 

show harmonic error and d. depth map of the manuscript after double shift FPP.

Figure 9 Surface variations shown by a depth map of an entire manuscript, b. depth 

map of a painting, c. zoomed in version of the painting that shows paint strokes of a 

leaf.

Figure 10 Depth maps of small objects with different material properties a 

Depth map of a 1.25mm thick metallic washer, b. zoomed version of the 

washer showing the depth of letter inscribed on the washer, c. Mesh of a 

canvas board captured through FPP.

Figure 7 Reducing intensity noise errors (Top) Cross section of the captured 

sinusoid of a single frame. (Bottom) Cross section of the captured sinusoid 

averaged over 5 frames.
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The third source of error, illumination fluctuation, is typically 

not a problem with modern digital projectors having LED light 

sources. To confirm this, we measured the luminance of our 

projector at five-minute intervals and observed that its output is 

essentially constant over time as shown in Table 1. The luminance 

of the projector appears to have very small variations of 0.8% and 

does not require it to be kept on for some time to reach equilibrium. 

In addition to the sources of luminance error outlined above, 

the depth estimation is also sensitive to the orientation of the 

projected gratings. The gratings should be oriented such that the 

direction of phase shift is parallel to the baseline of the camera and 

projector as shown in Figure 11. Figure 12 shows differences in the 

depth maps obtained when the phase shift direction is parallel (a) 

and perpendicular (b) to the system baseline. It can be difficult to 

achieve this when working with real devices. In such cases, the 

errors can be minimized by adjusting the orientation of the fringes 

mathematically as discussed in [14].  

Reading Y 

1 13659 

2 13277 

3 13501 

4 13499 

5 13376 

6 13294 

7 13546 

8 13444 

9 13373 

10 13373 

11 13336 

Table 1 Projector luminance measured at 5 minutes interval using colorimeter 
shows very small variation in luminance. 

The presence of highly specular materials can also cause an 

incorrect jump in measured values in FPP. This problem can be 

eliminated by installing crossed polarizers on the projector and 

camera which effectively cancels specular reflections. Figure 9 

showed a depth map of a metallic object obtained by reducing 

specular components using cross-polarization. 

The conversion of the phase map (in radians) to height (in mm) 

can be done in various ways. One common approach is to perform 

geometric calibration of the projector-camera system and convert 

the angular depth map values to heights by applying a 

transformation using intrinsic and extrinsic matrices of the 

projector/camera system [15]. Another approach is to calculate a 

scaling factor by using the ratio of height of a known object to its 

calculated depth in radians. A constant scaling factor for an entire 

image or a per-pixel scaling factor can be used to do this conversion. 

A linear scaling factor may not work for all range of objects and we 

might need to perform non-linear scaling as discussed in [16]. 

However, in the constraint of near-planar objects like manuscripts 

and paintings, where the depth variation is very small, the linear 

relationship appears to work sufficiently well [16].  Apart from this, 

the phase to height relationship can also be derived by applying least 

squares estimation [17] from measurements of some of the known 

calibration objects [18]. A reference plane can be moved in small 

increments and a look-up table [19] can be constructed between the 

observed phase value and known height value and used for mapping. 

In our system we have used the constant scaling method, and 3D 

representations of some objects are shown in Figure 13. 

Conclusion 
Fringe projection profilometry is a low-cost, high precision, 3D 

capture technique that has great potential to facilitate the digitization 

of cultural heritage objects. In this paper we have outlined common 

sources of error in the depth estimates produced by the technique 

and have described methods for eliminating or minimizing these 

errors. We hope that these practical methods will facilitate the wider 

use of FPP in the cultural heritage imaging community. 

Figure 11 Orientation of the gratings should be such that the direction of 

phase shift is parallel to the baseline of the system. a and b show examples of 

two configurations of the system and the ideal orientations of the gratings in 

the respective arrangements.

Figure 12a Depth map of a cube with projected fringe phase shift direction 

parallel to the system baseline. b Depth map of the same cube with projected 

fringe direction perpendicular to system baseline.

Figure 13 Each column shows an image of the object, its depth map, and its 

3D representation. First column consists of a crumpled paper, second column 

consist of newspaper shaped as a triangular grating and the third column 

represents a manuscript from Cary collections at RIT. 
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